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Open-Vocabulary Video Visual Relation Detection

Knowledge
Transfer

e.g., VideoCLIP,
ActBERT, ALPro, etc. . . .

Our contributions: 
- a new paradigm for Open vocabulary Video VRD.
- a compositional & motion-based prompt tuning/selection approach, which 

is tailored for Relation Prompt tuning (RePro)
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[a][video][of][dog] [away] [child]

[𝒘𝒘𝟏𝟏] [𝒘𝒘𝟐𝟐] ... [𝒘𝒘𝑳𝑳] [away]
[ ... ] fixed prompt token
[ ... ] learnable prompt token

[ ... ] class token

[a][video][of][dog] [towards] [child]

...

[𝒘𝒘𝟏𝟏] [𝒘𝒘𝟐𝟐] ... [𝒘𝒘𝑳𝑳] [towards]

...

...

...

GT: dog-towards child

Multi-mode Prompt Groups
Motion Cues

[𝒔𝒔𝟏𝟏] [𝒔𝒔𝟐𝟐] ... [𝒔𝒔𝑳𝑳]

[towards]

[away]

Selector

[𝒐𝒐𝟏𝟏] [𝒐𝒐𝟐𝟐] ... [𝒐𝒐𝑳𝑳]

...#1 #K [𝒔𝒔𝟏𝟏] [𝒔𝒔𝟐𝟐] ... [𝒔𝒔𝑳𝑳]
[𝒐𝒐𝟏𝟏] [𝒐𝒐𝟐𝟐] ... [𝒐𝒐𝑳𝑳]

...

Compositional & Motion –based Prompting

Ours: Compositional & Motion –based Prompts

(a) Fixed (Handcraft) 
Prompts

(b) Conventional 
Learnable Prompts

Advantages:
- It considers spatial-temporal motions of different relations;
- It considers different semantic contexts of subject & object;
- Compared to category or instance -conditioned context(*), it 

achieves better cross-category generalization  
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Distillation vs. Prompt –based Knowledge Transfer

* Zhou, Kaiyang, et al. "Conditional prompt learning for vision-language models." In CVPR 2022.

1. Open-Vocabulary Tracklet Detection

2. Open-Vocabulary Relation Detection
...

- Train a visual-to-language (V2L) projection module 𝜙𝜙𝑜𝑜(⋅) (on base classes);
- Transfer knowledges from VLM via distillation (i.e., 𝑙𝑙1 loss);
- Avoid directly inference the heavy pipeline of VLM’s visual encoder (test time).

Motion Pattern:

Transfer knowledge via prompt, instead of distillation
- stage-1: train the prompt representations in the comp. & motion –based manner
- stage-2: train V2L module, i.e., 𝜙𝜙𝑝𝑝(⋅) (on base classes) based on the learned 

prompt representations.

Experiments Results

 Compare with SOTA in conventional setting

 Comparison in the Open-Vocabulary setting

Pre-trained VLM zero-shot inference

- Li, Dongxu, et al. "Align and prompt: Video-and-language pre-training with entity prompts." In CVPR 2022.

 Ablation Studies for Comp. & Motion Prompting

- When trained with only base category samples, our RePro still achieves 
comparable performance with SOTA.

C: Compositional; M: Motion cues;
Ens: ensemble all the learned prompts by averaging their representations. 
Rand: randomly select a prompt without considering motion cues

 Ablation Studies for different predicate groups

- Performance reported as Recall@100 (%) of PredCls
- Predicates are grouped by the prefix their words, e.g. “run past”, “run next to”
- It indicates that the performance improvements of RePro are largely attributed to motion cues
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Baseline VidVRD model
- Shang, Xindi, et al. "Video visual relation detection via iterative inference." ACM Multimedia. 2021.
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