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Challenges for Exisiting Autoregressive VDMs Our Contributions: CA2-VDM

Redundant computation: 
- The conditional frames at each AR step introduce 

much redundant computation

Quadratic computational complexity
- The extended conditional frames  result in an 

O(n2) computational demand w.r.t to the AR step

KV-Cache Queue

Causal Generation

Cache Sharing The KV-cache is shared across all the denoising steps.

Autoregressive Inference with Cache Sharing

Quantitative Results

The key/value features of every temporal attention layer are written into the cache 
queue, and reused for every AR step to avoid redundant computation.

Causal temporal attention & prefix-enhanced spatial attention. They 1) ensures each 
generated frame only depends on preceding ones, and 2) enhances the guidance from 
prefix frames.

Training with Clean Prefix

Denoising stage

Cache writing stage
The denoised 𝒛𝒛0𝑘𝑘:𝑘𝑘+𝑙𝑙 is input to the model again to compute its spatial and 
temporal KV-cache, which will be used in the next AR step

Qualitative Results
Better transition consistency

Better long-term consistency

More Efficient Generation 
with Comparable Visual 
Quality.

E.g., the purple flower in the result of 
OpenSORA-PC starts changing at the 
85th frame.

Our results have no severe content 
mutations compared to theirs (e.g., 
24∼25th frames of GenLV) VBench Evaluation

Zero-shot FVD on MSR-VTT Finetuned FVD on UCF-101

GPU Memory Usage w/ KV-Cache

Generation Time Cost (80 frames)

Long-term generation results vs. Open-SORA Extendable Condition (OS-Ext)

- Faster generation speed
- Less GPU memory cost w/

KV-cache
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